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The self-pressurization rate of a cryogenic storage tank has important design conse-

quences for propellant and life support systems currently being planned for long duration

space missions. The amount of liquid in the tank and the heat leak rate and distribution

can all have an effect on the pressurization rate. To investigate these effects, a model fluid

experiment is undertaken in normal gravity. Experimental results show, after undergo-

ing an initial transience, the tank pressure increases at a uniform rate. Moreover, the

data reveals that the thermal inertia of the tank wall cannot be neglected in the present

study. Consequently, a thermodynamic model that includes these wall effects is devel-

oped. Comparisons show excellent agreement between the pressurization rate predicted

by the thermodynamic model and the empirically obtained pressurization rate when the

heat is added to the liquid, but discrepancies arise when heat is added directly to the

vapor. The thermodynamic model also fails to capture the initial pressure behavior of the

system as well as the effect of heat distribtuion on the pressurization rate. To resolve these

shortcomings, more sophisticated computational models are required.

Nomenclature

c Specific heat capacity, J/kg K
e Specific internal energy, J/kg
k Thermal conductivity, W/m K
L Latent heat, J/kg
p Pressure, Pa

Q̇ Heater power, W
R Gas constant, J/kg K
T Temperature, K
t Time, s
V Volume, m3

ρ Density, kg/m3

Subscript

l Liquid
T Tank
v Vapor
w Wall
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I. Introduction

Since the early days of the space program, cryogenic fluid management has had important implications
for propellant systems and for life support systems.1 Any heat leak into a cryogenic storage tank either
through solar radiation, aerodynamic heating or conduction loads from the tank support structure can lead
to a significant rise in tank pressure. Heat entering from the tank walls will be carried to the liquid vapor
interface by convection currents generated by density gradients in the liquid. As the warmer fluid reaches
the interface, evaporation will occur resulting in ullage compression and a subsequent rise in tank pressure.

A significant increase in ullage pressure can lead to structural failure of the storage tank and/or a de-
crease in the net positive suction head at an engine inlet. Both possibilities increase the risk of a catastrophic
mission failure.

While a number of technologies have been developed2 or proposed3 to combat the undesirable effects
of tank self-pressurization, a more fundamental investigation of the actual process has been the subject of
numerous experimental, analytical, and computational studies.

Aydelott investigated tank self-pressurization in a small-scale partially filled liquid hydrogen container
in both low gravity and normal gravity.4 He showed that tank geometry and size, heat transfer rate and
distribution, liquid fill fraction and gravity level all affect the rate of pressure rise in a closed cryogenic
container. Liebenberg and Edeskuty experimentally studied pressurization in a large scale liquid hydrogen
dewar.5 Unfortunately, their pressure measurements did not agree well with their simple analytical model.
The pressurization rate was underpredicted by a factor of ten. They suggested the discrepancy was due to
the thermal stratification that existed in the bulk liquid at the liquid-vapor interface.

To better understand this pressurization behavior, Aydelott and Spuckler investigated how the pressur-
ization rate scales with tank size for a uniformly distributed heat flux.6 They suggested that the pressure rise
rate can be expressed as a function of volumetric heating. Indeed, such a term appears in the the thermody-
namic model of Riemer7 and Lin et al.8 Unfortunately application of similar homogeneous thermodynamic
models to experimental data has resulted in deviations with the measured pressurization rate.4

To resolve these discrepancies more sophisticated computational models have been developed. One ap-
proach has been to numerically integrate the conservation equations across a natural convection boundary
layer along the side wall of the tank.9 This formulation presumes a well defined natural convection boundary
layer exists on the side wall. However, analysis from liquid hydrogen rocket propellant tanks suggests oth-
erwise.10 Instead of only analyzing the thermal boundary layer on the side wall, another approach has been
to study the stratification problem by solving the transport equations in the liquid.11,12,13 To the simplify
the analysis, vapor pressurization, is typically neglected. Recently, attempts have been made to couple the
transport processes in the liquid with a lumped thermodynamic model of the vapor.14 The results of the
lumped-vapor active-liquid model have been compared to homogeneous thermodynamic models and in all
cases comparisons showed excellent agreement between the self-pressurization rate predicted by the numer-
ical simulation to that predicted by the thermodynamic model. To validate this and other models, in the
present study, a self-pressurization experiment using a model fluid is conducted in normal gravity. Specif-
ically, the effects of heat input, liquid fill fraction, and heat distribution are investigated. Relevant trends
will be discussed and comparisons will be made to a homogeneous thermodynamic model.

II. Experimental Apparatus and Procedures

A schematic of the model fluid experiment is shown in Fig. 1. The model fluid is HFE-7000 (3M),
a refrigerant-like fluid with a low normal boiling point (34 oC). Initially all the fluid is contained in the
reservoir tank. To purge dissolved gas impurities from the fluid, a vacuum pump lowers the pressure in the
reservoir. As the partial pressures of the dissolved gases are reduced, the contaminant species will come out
of solution. The contaminants along with some HFE vapor pass through a liquid nitrogen cold trap before
being vented outside. Any HFE condensate in the cold trap is reclaimed for later use. Once the desired
purity levels are achieved, the test cell is evacuated before undergoing a no-vent fill process. Fluid is pumped
from the reservoir to the test cell until the desired fill fraction is reached. Since venting does not occur
during the fill process, ullage compression takes place as liquid is being pumped into the test cell. Thus,
when the specified fill fraction is reached, the vapor and liquid are not in equilibrium. Eventually the liquid
and vapor will equilibrate. To accelerate the equilibration process, fluid is withdrawn from the test cell and
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pumped through a heat exchanger before entering the tank through an axial jet. The second fluid in the
heat exchanger is distilled water, whose temperature and flow rate are controlled by a temperature-controlled
recirculating bath. The temperature of HFE is monitored downstream of the pump and heat exchanger. The
bath monitors this temperature and adjusts the temperature of the distilled water accordingly so that the
desired set point temperature of HFE is maintained. This equilibration process continues for approximately
four hours prior to the experiment until the ullage pressure becomes time invariant.

The test cell consists of a cylindrical acrylic body 16” x 8” x 1” (length x inner diameter x wall thickness)
with curved acrylic end caps (radius of curvature = 8.5”). The total tank volume is 855.55 in3.

To simulate heat leak from the environment, two 1” wide kapton foil strip heaters are mounted to
the inside surface of the test cell. The heaters are mounted to the inner wall using a combination of
pressure sensitive adhesive and flat copper springs (1/16” in width). To record the pressure in the ullage,
a pressure transducer (+0.01 psi) is mounted to the top of the test cell. To record point measurements of
temperature inside the test cell, fourteen thermistors enter the tank through the side wall and one thermistor
enters the tank from the top cap. The accuracy of the thermistors is +0.01 oC. Additional temperature
measurements include ten RTD elements (+0.1 oC) that are cemented to the outer wall of the test cell
and a thermistor measurement (+0.1 oC) of the ambient laboratory temperature around the test cell. All
transducer measurements are sent to a data recorder and then saved to a laptop in real time at 1 Hz.

Before the experiment is about to begin, the equilbration process ends: the recirculation jet is turned off
and the valves separating the test cell from the recirculation loop are closed. The resistance of the heating
strips are measured and the voltage source meters for the heaters are programmed to achieve the desired
heat leak rate. The source meters are extremely stable with a maximum variation in heater power of 0.01%
throughout the duration of the experiment. At time = 0, power is supplied to the heating strips and the
tank is allowed to self-pressurize. At the end of the experiment, fluid is transferred back into the reservoir
tank.

III. Mathematical Model

Several assumptions are invoked in order to derive this thermodynamic model. The primary assumption
is that the fluid and vapor are at the same temperature and pressure and that temperature and pressure
are related through a saturation condition. Secondary assumptions are that the tank wall is in thermal
equilibrium with the fluid and vapor, the fluid is incompressible, and the thermal properties of the liquid
and vapor are constant.

Using these assumptions, for a rigid tank, the first law of thermodynamics becomes:

d

dt

(

ρv Vv ev + ρl Vl el + ρw Vw ew

)

= Q̇ (1)

where ρ is the density, V is the volume, e is the internal energy, Q̇ is the heat leak rate, and the subscripts
v, l, and w denote the vapor, liquid, and wall regions of the system. Space conservation requires that:

Vl = VT − Vv (2)

where VT is the volume within the tank. Since the tank is a closed system, mass conservation requires that:

d

dt
(ρv Vv) +

d

dt
(ρl Vl) = 0 (3)

Substituing Equation (2) into Equation (1) and expanding yields:

ρ̇v Vv ev + ρv V̇v ev + ρv Vv ėv + ρl Vl ėl − ρl V̇v el + ρw Vw ˙ew = Q̇ (4)

The internal energy can be computed from an arbitrary reference state assuming constant specific heat:

e = c (T − To) + eo (5)

The time derivative of the internal energy is thus:

ė = c Ṫ (6)
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Equation (4) can now be rewritten:

[

ρv Vv cv + ρl Vl cl + ρw Vw cw

]

dT

dt
+

d(ρv Vv)

dt
ev − ρl

dV

dt
el = Q̇ (7)

But from mass conservation:

ρl

dVv

dt
= −

d

dt

(

ρl (VT − Vv)

)

=
d(ρv Vv)

dt
(8)

Thus, Equation (7) becomes:

[

ρv Vv cv + ρl Vl cl + ρw Vw cw

]

dT

dt
+

d(ρv Vv)

dt
(ev − el) = Q̇ (9)

For convenience, the difference in internal energies can be redefined in terms of the latent heat, pressure,
and density by noting that:

L = ev +
p

ρv

− el −

p

ρl

(10)

Equation (9) can be rewritten as:

[

ρv Vv cv + ρl Vl cl + ρw Vw cw

]

dT

dt
+

d(ρv Vv)

dt

[

L − p

(

1

ρv

−

1

ρl

)]

= Q̇ (11)

Expressing the derivatives in terms of pressure, the evolution equation for pressure becomes:

dp

dt

{[

ρv Vv cv + ρl Vl cl + ρw Vw cw

]

∂T

∂p
+

∂(ρv Vv)

∂p

[

L − p

(

1

ρv

−

1

ρl

)]}

= Q̇ (12)

The evolution equation for pressure is evolved in time using forward Euler time integration. ∂T
∂p

is evaluated

from the saturation curve specific to the fluid of interest. ∂(ρv Vv)
∂p

is evaluated from the ideal gas law,

saturation curve, and mass conservation equation. The mass conservation equation (Equation (3)) can be
integrated in time to obtain:

Vv(ρv) = Vv,o

ρl − ρv,o

ρl − ρv

(13)

where the subscript o denotes the initial vapor state. Expanding the derivative and invoking the ideal gas
law for the vapor yields:

∂(ρv Vv)

∂p
=

(

ρv

∂Vv

∂ρv

+ Vv

)

∂ρv

∂p
=

(

ρv

∂Vv

∂ρv

+ Vv

) (

1

RT
−

p

RT 2

∂T

∂p

)

(14)

∂Vv

∂ρv

is computed analytically from Equation (13) and once again ∂T
∂p

is evaluated from the saturation curve.
The properties used to solve the pressure evolution equation, along with some system parameters, are given
in Table 1.

IV. Results and Discussion

Before comparing the experimental results to the thermodynamic model, the effects of liquid fill fraction
and heater power and distribution on the self-pressurization rate can be analyzed by studying the experi-
mental data. The effect of heater power on the self-pressurization rate is shown in Figure 2. The specified
heat powers are distributed evenly over the bottom heater for a 25% full tank. All curves show, after an
initial transient, the tank pressure increases at a uniform rate. This is to be expected. The initial transience
is driven by transport processes in the fluid, the formation of a natural convection boundary layer along
the side wall and developing temperature gradients at the liquid-vapor interface. Once the initial transience
subsides, the flow field and temperature field in the fluid are fully developed resulting in a stationary temper-
ature field. While the temperature of the fluid will increase in time, the temperature gradients become time
invariant – the temperature at any location in the fluid rises at the same rate. Since the pressurization rate is
dependant on the difference in heat flux on the liquid and vapor sides of the interface, when the temperature
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gradient becomes constant in time the tank pressure will increase at a uniform rate. The curves also reflect,
quite intuitively, that the more heat is added to the system, the more rapidly tank pressure will increase.
This behavior is consistant with the thermodynamic model derived earlier, since the heat entering the system
acts as a source term on the right side of the pressure evolution equation (Equation (12)). Furthermore, the
data shown in Figure 2b also reveal that the pressure response of the system is not immediate – the system
pressure does not start increasing at time = 0 when heat begins to enter the system. It takes a finite amount
of time for thermal energy entering the system from the heater to be carried, by convection currents, to the
liquid-vapor interface. Once the thermal energy reaches the interface, evaporation can occur and the tank
pressure will increase. At these early times, the tank pressure increases rapidly because of the large thermal
gradients on the liquid side of the interface. However, once the flow field and temperature field in the liquid
are well established, the temperature gradient becomes constant in time and the tank pressure will continue
to increase at a constant rate but slower than the pressurization rate during the initial transient period.

The effect of fill fraction on tank pressure is shown in Figure 3. In all three cases presented in Figure 3,
the heater in the liquid is supplying heat at a rate of 2 W. The data reveal that the initial pressure response
lag increases with increasing fill fraction. This is due to the fact that at higher fill fractions, the axial distance
between the interface and the heater increases. As a result, the time it takes the thermal energy to reach
the interface also increases. The data in Figure 3 also reveals that the self-pressurization rate increases with
increasing fill fraction. The effect on pressurization rate can be understood in terms of how energy entering
the system is partitioned. When thermal energy enters the liquid from the heater, some of the energy is
used to raise the temperature of the bulk liquid while some of the energy is used to evaporate liquid. When
heat is being added to the liquid, the more liquid there is in the tank, the less thermal energy is available
for evaporation. This decrease in the available energy for evaporation would be accompanied by a decrease
in pressurization rate.

The effect of heating mode on tank pressurization is studied by varying the location of the heat input.
The results are shown in Figure 4. Heat can be added directly to the liquid through the bottom heater,
directly to the vapor through the top heater or to both phases through various combinations of the two
heaters. In all the cases shown in the figure, the fill fraction is 50% and 2 W of heat enter the system. For
the vapor-only and liquid-only heating cases, the 2 W is distributed evenly over the active heater. When both
heaters are active, 1 W is distributed over each heater. Contrary to intuition, the liquid heating case results
in the largest pressurization rate. Intuitively, one would expect that since energy is being directly added to
the ullage for the vapor heating case, the pressurization rate should be greatest. This intuitive conclusion
is also consistant with the liquid hydrogen experiments performed by Aydelott.4 But unlike Aydelott’s ex-
periment, in the present experiment we are subject to severe wall effects. The wall effect arises because the
thermal conductivity of the wall is more than an order of magnitude larger than the thermal conductivity of
the vapor (see Table (1)). Since the heaters are mounted to the inside surface of the tank wall, when heat is
applied to the heaters, much of the energy is going into the wall rather than into the ullage. This unfavorable
mismatch in thermal conductivity would not be as severe a problem if, like Aydelott’s experiment, the tank
walls were sufficiently thin resulting in a negligible thermal inertia. In our experiment, the tank walls are not
thin and thus the tank wall acts as a heat sink reducing the amount of heat actually going into the vapor.
Since, for the vapor heating case, most of the thermal energy is going into the wall instead of being used to
increase the internal energy of the vapor, the pressurization rate is the smallest. Furthermore, comparison
between the three curves in Figure 4 suggests that the more heat is distributed over the heater located in
the vapor, the smaller the self-pressurization rate will become.

While the thermal conductivity of the liquid is larger than that of the vapor, it is still smaller than the
thermal conductivity of the wall. In all cases, therefore, part of the heat power distributed over the heaters
goes into the tank wall. This is why it is necessary to include the thermal inertia of the tank wall in the
thermodynamic model. The effect of the tank wall is clearly seen in Figure 5a. Here, we consider a 25%
full tank subject to a liquid heating rate of 3 W. In this figure, the experimental data is compared to two
different predictions of the thermodynamic model. In the first prediction, the upper curve in Figure 5a, the
thermal inertia of the wall is neglected by removing the ρw cw Vw term in Equation (12). For the second
prediction, the lower curve in Figure 5a, the effect of the wall is accounted for by retaining this term. Clearly,
the presence of the wall has a drastic effect on the pressurization rate. When the wall effect is neglected,
the pressurization rate is grossly overpredicted. In this case, the thermodynamic model implicitly assumes
that the entire 3 W is going into the fluid. Since the wall is acting like a heat sink, the actual amount of
heat entering the fluid is reduced, resulting in a smaller pressurization rate as indicated by the experimental
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data. Taking into account the wall effect, by including the thermal inertia of the wall in the thermodynamic
model, the predicted self-pressurization rate agrees well with the experimental data. For the vapor heating
case, shown in Figure 5b, again the thermodynamic model without the wall effect drastically overpredicts
the pressurization rate. Including the thermal inertia of the wall in the thermodynamic model reduces the
deviation between the model’s predictions and experimental results, but still, discrepancy exists. The source
of this discrepancy will be discussed below.

Other representative comparisons between the thermodynamic model (including the effect of the wall)
and the experimental results are shown Figure 6. In all the cases other then the vapor heating case, the
thermodynamic model adequately predicts the pressurization rate, but does a poor job at predicting the
actual value of tank pressure. The inability of the thermodynamic model to capture the initial pressure
transience results in the discrepancy in the predicted value of tank pressure. Once the initial transience has
subsided, the flow field and temperature field are fully developed and the temperature gradient becomes
constant in time – the temperature at any location in the fluid rises at the same rate. Since this condition
is the underlying assumption used to derive the homogeneous thermodynamic model, once the temperature
field becomes stationary, the pressurization rates for both the thermodynamic model and the experiment will
agree. When heat is added directly to the vapor, discrepancies between the model’s predictions and the ex-
perimental results arise. The discrepancy is due to the unfavorable mismatch between thermal conductivies
of the wall and vapor. The homogeneous thermodynamic model assumes that the incoming thermal energy is
evenly distributed between the liquid, vapor, and tank wall. Since for the vapor heating mode, the incoming
energy is almost all going into the wall, deviation between the thermodynamic model and the experimental
results is expected. Even though there is an unfavorable mismatch between the thermal conductivities of
the wall and liquid, the deviation due to this mismatch is not noticeable. The reasons for this are twofold.
First, while less than the thermal conductivity of the wall, the conductivity of the liquid is still significantly
larger than that of the vapor. Thus for liquid heating mode, even though some heat is lost to the wall, more
heat would enter the liquid/vapor system. Secondly, and more importantly, because of buoyancy, any heat
entering the liquid through the side wall would lead to convective mixing of the thermal energy in the liquid.
Since the thermodynamic model implies that the energy in the liquid phase is distributed homogeneously,
any convective mixing in the liquid would increase the degree of homogeneity yielding a better agreement
with the model’s predictions.

Another shortcoming of the thermodynamic model is that the effect of heat distribution on tank self-
pressurization is not taken into account. This is clearly shown in Figure 6c. Although counterintuitive, the
experimental data in this figure clearly show that the manner in which heat is distributed on the side wall
has a definate effect on the pressurization rate. The effect is not accounted for by the thermodynamic model,
since application of the model to the three cases in Figure 6c yields the identical result. As far as the model
is concerned, for all three cases, 2 W of heat is entering the system. Based on that heat input, the model
predicts the same pressurization rate for the three cases. There is no mechanism in the thermodynamic
model account for how those 2 W are distributed along the tank wall.

V. Conclusions

The effects of heat power and distribution and fill fraction on the self-pressurization of a model fluid
experiment in normal gravity was investigated. In all the cases considered, a lag in the pressure response of
the system was observed. The lag in response increased with increasing liquid fill fraction. This lag was due
to the finite amount of time it took thermal energy to be carried from the heater to the liquid-vapor interface.
Once this thermal energy reached the interface, evaporation occurred resulting in tank self-pressurization. In
these early stages of the pressurization process, developing temperature gradients in fluid caused the system
to undergo an initial transience. Once these initial transients subsided, any thermal gradients in the fluid
became time invariant resulting in a uniform pressurization rate.

Furthermore, results indicated an increase in heater power and a decrease in fill fraction both led to an
increase in pressurization rate. Results also showed that applying the heat to the liquid led to a greater
pressure rise than applying the heat directly to the vapor. This unexpected result was obtained because the
low thermal conductivity of the vapor resulted in most of the heat going direclty into the tank wall rather
than into the ullage. To investigate this effect further, a homogeneous thermodynamic model was developed
that included the thermal inertia of the tank wall. For all the liquid heating cases, comparsions showed
excellent agreement between the predicted and measured pressurization rate. However, the inability of the
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thermodynamic model to capture the initial pressure behavior led to a discrepancy in the magnitude of the
tank pressure between the model’s predictions and the experimental results. For the vapor heating case,
the predicted pressurization rate did not agree with the experimental data. This deviation was primarily
due to the unfavorable mismatch between the thermal conductivites of the wall and vapor. Resolving the
shortcomings in the thermodynamic model by developing of a comprehensive two-phase CFD model for tank
pressurization will be the subject of future work.
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Table 1. Thermophysical Properties and Representative System Parameters

Parameter Value Parameter Value Parameter Value

ρl 1400 kg/m3 ρv 5.56 kg/m3 ρw 1190 kg/m3

cl 1300 J/kg K cv 730 J/kg K cw 1500 J/kg K

kl 0.075 W/m K kv 0.01 W/m K kw 0.2 W/m K

L 142000 J/kg Vw 0.00741 m3 VT 0.01402 m3

R 41.5725 J/kg K T 298 K p 64600 Pa
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(a) (b)

Figure 1. Experimental apparatus (a) with detailed view of the test cell (b)
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Figure 2. Effect of heat power on tank pressure (Fill Fraction = 25%, Liquid Heating)
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Figure 3. Effect of fill fraction on tank pressure (Heat Input = 2 W, Liquid Heating)
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Figure 4. Effect of heat distribution on tank pressure (Fill Fraction = 50%, Heat Input = 2 W)
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Figure 5. Comparisons between the experimental data and the thermodynamic model both with and without
the effects of the tank wall.

12 of 13

American Institute of Aeronautics and Astronautics Paper 2005-1143



 0

 5

 10

 15

 20

 25

 30

 0  1000  2000  3000  4000  5000  6000  7000

P
-P

o 
[T

or
r]

Time [s]

Experiment
Thermodynamics

(a) 25% Full, Bottom Heating, Heat Input = 3 W

 0

 2

 4

 6

 8

 10

 12

 14

 16

 0  2000  4000  6000  8000  10000

P
-P

o 
[T

or
r]

Time [s]

Experiment
Thermodynamics

(b) 75% Full, Bottom Heating, Heat Input = 2 W
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(c) 50% Full, Heat Input = 2 W

Figure 6. Representative comparisons between the experimental results and thermodynamic model.
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